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Abstract. In our prior work [10], neural networks with local converging inputs
(NNLCI) were introduced for solving one-dimensional conservation equations. Two
solutions of a conservation law in a converging sequence, computed from low-cost
numerical schemes, and in a local domain of dependence of the space-time location,
were used as the input to a neural network in order to predict a high-fidelity solution
at a given space-time location. In the present work, we extend the method to two-
dimensional conservation systems and introduce different solution techniques. Nu-
merical results demonstrate the validity and effectiveness of the NNLCI method for
application to multi-dimensional problems. In spite of low-cost smeared input data,
the NNLCI method is capable of accurately predicting shocks, contact discontinuities,
and the smooth region of the entire field. The NNLCI method is relatively easy to train
because of the use of local solvers. The computing time saving is between one and
two orders of magnitude compared with the corresponding high-fidelity schemes for
two-dimensional Riemann problems. The relative efficiency of the NNLCI method is
expected to be substantially greater for problems with higher spatial dimensions or
smooth solutions.

AMS subject classifications: 65L99, 65M99, 65N99, 68T99, 76L05
Key words: Neural network, neural networks with local converging inputs, physics informed
machine learning, conservation laws, differential equation, multi-fidelity optimization.

1 Introduction

Artificial neural networks [9] are an important tool for computations in science and en-
gineering. Many approaches have recently been developed that incorporate artificial
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neural networks for solving partial differential equations. For example, Sirignano and
Spiliopoulos [29] introduced the Deep Galerkin Method to approximate the unknown
solution as a mapping from a space-time location to the solution value there with a deep
neural network, incorporating the finite difference residue error and initial and boundary
constraints in the loss function. E and Yu [7] introduced the Deep Ritz Method, which
incorporates the Ritz energy of a finite element method into the loss function. Raissi et
al. [24] developed physics-informed neural networks (PINN) by employing an automatic
differentiation [3] to define the residue error in the loss function. Much success has been
achieved in predicting a variety of flow problems with given governing equations, in-
cluding the Navier-Stokes system [23–26], hypersonic flow [18], electro-convection [21]
and others. In [20], the Rankine-Hugoniot jump conditions were added as a constraint to
the loss function of the neural network for solving the Riemann problems. In [14], a spe-
cially designed neural network was used to approximate the mapping from all known
information, such as initial and boundary values, to the unknown solution, and many
existing solutions have been used to train such a neural network. In [5, 19], finite expan-
sions of neural networks that can be trained off-line were introduced to form a mapping
from the initial value and a spatial location to a later high-fidelity solution at the same
location.

Neural networks have also been trained off-line to predict key parameters of a nu-
merical scheme. In [2, 6, 27], neural networks were used to detect discontinuities. An
appropriate slope limiter or artificial viscosity was then determined to treat discontinu-
ities using a local solution as the input. Another approach is to use a low-cost numerical
solution computed on a coarse grid as input to predict a high-fidelity solution [15, 22].

In our earlier work [10], a novel neural network method (NNLCI) was introduced to
solve conservation laws whose solutions may contain shock and contact discontinuities.
In NNLCI, local low-cost solutions are employed as the input to a neural network to
predict a high-fidelity solution at a given space-time location. To enable the neural net-
work to distinguish a numerically smeared discontinuity from a smooth solution with
large gradient in its input, the input is created by solving the conservation laws twice
in sequence, with approximate solutions of converging accuracy, with low-cost numer-
ical schemes and in a local domain of dependence of the space-time location. Because
a numerical discontinuity becomes increasingly steeper in a converging sequence in the
input, while a smooth solution does not, the neural network then can accurately identify
flow attributes in its input and make the correct prediction. Such inputs can be gener-
ated in different ways, including schemes with two different grids (with one grid coarser
than the other), with two different numerical diffusion coefficients on the same grid, or
with two schemes of different orders of accuracy on the same grid. All inputs and high-
fidelity solutions for all cases studied throughout the paper are computed by a first-order
or fourth-order numerical scheme, using Dual Intel Xeon Gold 6226 processors. The
NNLCI approach works effectively, not only for discontinuities, but also for smooth re-
gions of the solution. It has broad application to a wide variety of differential equations.
The computational cost is modest because it is a local post-processing-type solver, and
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low-cost schemes on coarse grids can be used to generate inputs.
In the present work, we extend the NNLCI method [10] to two-dimensional conserva-

tion systems. Several different 2D Riemann problems adopted from [13] are studied. The
results demonstrate the effectiveness of this method for multi-dimensional flows contain-
ing shock and contact discontinuities. TensorFLow [1] is used for the neural networks in
the numerical experiments. Compared to several widely used numerical methods, such
as MUSCL [30], ENO [8, 28], and WENO [11, 16], the proposed neural network method
appears to be particularly useful for applications that need repetitive computations with
varying parameters.

The paper is structured as follows. Section 2 describes the development of the pro-
posed neural network with local converging inputs (NNLCI). Section 3 introduces several
variants of NNLCI. Conclusions are presented in Section 4.

2 NNLCI for 2D Riemann problems

Consider the 2D scalar conservation law

∂U
∂t

+
∂ f (U)

∂x
+

∂g(U)

∂y
=0, (x,y)∈Ω⊂R, t∈ [0,T]. (2.1)

The Euler equations take the form

∂
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ρ

ρu
ρv
E

+
∂
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ρu

ρu2+p
ρuv

u(E+p)

+
∂
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ρv

ρvu
ρv2+p

v(E+p)

=0, (x,y)∈Ω⊂R, t∈ [0,T], (2.2)

where Ω is a 2D spatial domain, and ρ, u, v and p are the density, x and y components of
velocity, and pressure, respectively, with the equation of state specified in Section 2.2.

2.1 Input, output and loss function

The novel neural network method (NNLCI) is fully described in [10], and is only briefly
described here. In NNLCI, local low-cost solutions are used as inputs, and a high-fidelity
solution at a given space-time location is predicted. The neural network functions like a
local post-processor that scans two low-cost numerical solutions and updates them to a
high-fidelity solution. It takes local patches of the two low-cost numerical solutions as
its input and yields a high-fidelity solution at a corresponding space-time location as its
output. The two low-cost solutions must be converging to the exact solution, so one is
closer to the exact solution than the other. The localness provides great efficiency and
flexibility in training. In fact, one set of numerical solutions (two low-cost numerical
solutions for inputs plus one fine-grid numerical solution used as the reference solution
in training) provides a large number of local patches for training the neural network.
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In our experiments a dozen or even fewer fine-grid numerical simulations are sufficient
to provide good training of the neural network. The local (low-cost) solution patches
for input in the training process can be cropped around prediction target times, or at all
numerical time levels. They can also be cropped sparsely where the solution has little
change. Because of the local input design, simple standard neural network structures are
adequate for NNLCI to make good predictions.

Let Ω=[a,b]×[c,d] be partitioned with the coarsest uniform rectangular grid a=x0<
x1 < ···< xM = b and c= y0 < y1 < ···< yN = d. The spatial grid size is ∆x = x1−x0 and
∆y = y1−y0, and the time step size is ∆t. We refine the spatial grid to ∆x

2 and ∆y
2 , and

time step size ∆t
2 . Let L be a low-cost scheme for computing (2.1) on both grids. For pre-

dicting the solution at (x,y,t), that is (i′, j′,n′) in the coarsest grid, we choose the coarsest
grid solution (computed by L) at 9 points (xi′−1,yj′−1), (xi′−1,yj′), (xi′−1,yj′+1), (xi′ ,yj′−1),
(xi′ ,yj′), (xi′ ,yj′+1), (xi′+1,yj′−1), (xi′+1,yj′), and (xi′+1,yj′+1), at time level tn′−1, along with
point (xi′ ,yi′ ,tn′), as the first part of the input of the neural network. The finer grid so-
lution (also computed by L) at the same space-time locations is used as the second part
of input. The chosen 10 space-time locations on both grids enclose a local (space-time)
domain of dependence of the exact solution at (xi′ ,yi′ ,tn′).

Denote the first part of the 2D input as

wn′−1
i′−1,j′−1,wn′−1

i′−1,j′ ,w
n′−1
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i′,j′ , (2.3)

and the second part of the 2D input as
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(2.4)

Note that the space-time indices (i′, j′,n′) on the coarsest grid refers to the same location
as (i′′, j′′,n′′) on the finer grid, (i′−1, j′−1,n′−1) refers to the same location as (i′′−2, j′′−
2,n′′−2) does, and so on. The input of NNLCI
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(2.5)

is now called the “input of w.” The corresponding output of NNLCI is the predicted solu-
tion of (2.1) at (x,y,t) on the coarsest grid. See Figs. 1 and 2 for an illustration of NNLCI.
For the Euler system, the input and output of NNLCI are made up of corresponding
inputs and outputs for each prime variable. For example, the input can be the vector

{inputofρ, inputofu, inputofv, inputof p} (2.6)

with 20×4= 80 elements, and the corresponding output will be {ρ,u,v,p} at (x,y,t), or
(i′, j′,n′) on the coarsest grid with 4 elements.
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Figure 1: Procedure for formatting the input for NNLCI.
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Figure 2: Training procedure for NNLCI.

The loss function measures the difference between the output and the reference solu-
tion corresponding to the input, and is defined as follows.

Loss=
1
N

N

∑
k=1

|(output corresponding to kth set of input)

− (reference solution corresponding to kth set of input)|2, (2.7)

where |·| is the 2-norm measuring the distance between the output vector and the ref-
erence solution vector at the same space-time location. The summation includes every
set of input (corresponding to different space-time location or initial condition) in the
training data. Note that in the summation every output and its corresponding reference
solution must be at the same space-time location. However, there may be terms (output
and corresponding reference solution) in the summation at different time levels, because
the neural network only makes a local prediction which we can take advantage of. Sup-
pose we want to predict the solution at the final time. The summation can include input
(2.6) at the final or intermediate times for multiple initial conditions used in training. The
latter is more costly but yields similar predictions in our numerical tests.
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2.2 Generation of input and training data

In this section, the NNLCI developed in [10] is extended from one- to two-dimensional
problems. Six different cases of the Riemann problems for the Euler equations, adopted
from [13], are considered. We consider the Euler equations (2.2) for an ideal gas with

E=
p

γ−1
+

1
2

ρ(u2+v2), (2.8)

and γ=1.4. The initial values are constant in each quadrant of the spatial domain [0,1]×
[0,1], where Quadrant 1 =(0.5,1)×(0.5,1); Quadrant 2=(0,0.5)×(0.5,1); Quadrant 3=
(0,0.5)×(0,0.5); and Quadrant 4=(0.5,1)×(0,0.5). Table 1 lists the initial conditions.

The initial values of the training and prediction cases are perturbed from the original
[13] data. Fig. 3 shows a representative example (Case 6).

The NNLCI method is used to predict the solutions of several Riemann problems
described in [13], with the appropriate neural network being used for each case. (See
Table 1.) Different neural networks are required for NNLCI for different cases. For Cases
1, 2, and 3, the corresponding neural network consists of 8 hidden layers, each with 320
neurons. For Cases 6 and 8, it also consists of 8 hidden layers. Case 4 needs a neural net-
work with 9 hidden layers, each with 360 neurons. The activation function has the form
of tanh. During the training process, the neural network minimizes the difference be-
tween outputs and a reference solution by using first an Adam optimizer then an L-BFGS
optimizer in TensorFLow. The number of iterations for each optimization procedure is
less than 50000. Upon completion of the training, the neural network is used to predict

Table 1: Initial conditions for 2D Euler system, adopted from [13].

2-D Riemann Problems
Case 1 Case 2 Case 3

Quadrant Initial Values (ρ,u,v,p)
1 (1.00,0.00,0.00,1.00) (1.00,0.00,0.00,1.00) (1.50,0.00,0.00,1.50)
2 (0.52,−0.73,0.00,0.40) (0.52,−0.73,0.00,0.40) (0.53,1.21,0.00,0.30)
3 (0.11,−0.73,−1.40,0.04) (1.00,−0.73,−0.73,1.00) (0.14,1.21,1.21,0.03)
4 (0.26,0.00,−1.40,0.15) (0.52,0.00,−0.73,0.40) (0.53,0.00,1.21,0.30)

2-D Riemann Problems
Case 4 Case 6 Case 8

Quadrant Initial Values (ρ,u,v,p)
1 (1.10,0.00,0.00,1.10) (1.00,0.75,−0.50,1.00) (0.52,0.10,0.10,0.40)
2 (0.51,0.89,0.00,0.35) (2.00,0.75,0.50,1.00) (1.00,−0.63,0.10,1.00)
3 (1.10,0.89,0.89,1.10) (1.00,−0.75,0.50,1.00) (0.80,0.10,0.10,1.00)
4 (0.51,0.00,0.89,0.35) (3.00,−0.75,−0.50,1.00) (1.00,0.10,−0.63,1.00)
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Figure 3: Initial values of Case 6: density, pressure, x-velocity, and y-velocity.

solutions, with inputs computed by the same low-cost schemes and grids as the training
data.

In the fully connected neural network, we explored different numbers of layers and
neurons per layer to achieve the optimal setup. The prediction results were found to not
be sensitive to network structure, so that we could adjust the structure by increments of
at least 10%. In a case of excessive neurons, the minimization process could easily end
up at a wrong local minimum. On the other hand, if the number of neurons is too small,
the prediction error could be large because the neural network was not able to approxi-
mate the solution well. Other types of neural networks, such as the convolutional neural
network, will be explored to reduce the number of parameters. The results of prediction
by NNLCI, however, are not expected to vary significantly when using different types of
neural networks. Different initial values were considered to validate the NNLCI method,
including the original initial value of the configuration, and ±3% and ±5% perturbations
of the initial value.

To generate the training data, we use a first-order scheme on the coarse and finer
uniform grids (200 and 400 cells in each spatial coordinate, respectively) to compute the
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input data for several different initial values for each case, including ±2%, ±4%, ±6%,
±8% and ±10% perturbations of the original initial value. High-resolution reference
solutions for the training data are computed on a uniform grid with 400 cells in each
spatial coordinate. A 4th-order central scheme on overlapping cells with hierarchical
reconstruction (HR) limiting [17] is employed to compute reference solutions for all 2D
Riemann problems. The low-cost scheme used for computing inputs in all cases is the
first-order leapfrog and diffusion splitting scheme.

Ũi,j−Un−1
i,j

2∆t +
f (U)|ni+1,j− f (U)|ni−1,j

2∆x +
g(U)|ni,j+1−g(U)|ni,j−1

2∆y =0,
Un+1

i,j −Ũi,j

∆t −α[
Ũi+1,j−2·Ũi,j+Ũi−1,j

∆x2 +
Ũi,j+1−2·Ũi,j+Ũi,j−1

∆y2 ]=0,
(2.9)

where α=∆x, and ∆x=∆y. The time step size remains fixed at ∆t for the 200×200 grid
and ∆t

2 for the 400×400 grid, to satisfy the CFL condition.

2.3 Results and discussion of 2D Riemann problems

The first-order leapfrog and diffusion splitting scheme (2.9) is employed to compute the
inputs for NNLCI for most of the cases considered here. We utilize input patches at the
final time level and the high-fidelity solution at corresponding space-time locations for
training cases with ±2%,±4%,±6%,±8%,and±10% perturbations of the original initial
value. Once the neural network is trained, it can efficiently predict a high-fidelity solution
in less than one second, with its initial value in the convex hull of those used in training.
The spatial computational domain is [0,1]×[0,1] unless otherwise specified. Fig. 4 shows
the predicted final-time flow solution of the 2D Euler system for Case 6. Fig. 5 shows the
axial distribution of density at y = 0.34, y = 0.50, y = 0.60, y = 0.70, and y = 0.80. Fig. 6
shows the prediction with the initial value perturbed by +5% from Case 6. Fig. 7 shows
the density profiles at various vertical locations. Excellent agreement between the NNLCI
prediction and the high-fidelity reference solution is achieved.

For Case 6, the inputs for each simulation with perturbed initial condition take ∼ 1
hour (walltime) for Dual Intel Xeon Gold 6226 to compute, to reach the time step corre-
sponding to the final time step in the high-fidelity solution. The high-fidelity solution
takes ∼ 24 hours (walltime) per simulation in the same computing environment. Since
the time of prediction is around 1s, which is negligible compared to data generation for
inputs and solutions, NNLCI extrapolates the high-fidelity results ∼24 times faster than
the 4th-order finite volume scheme [17] for each initial condition simulation. For rest of
the cases presented here, with two coarse grid inputs computed by the leapfrog and dif-
fusion splitting scheme (2.9), NNLCI predicts high-fidelity results with similar high time
savings, consistently showing the same high accuracy of prediction.

To study the prediction accuracy when the training data are more sparse, we increase
the spacing (defined as relative distance between two neighboring data points) in the
training data from 2-4% to about 10% for Case 6. The training data now consist of solu-
tions of cases with original initial value and ±10% perturbations from the initial value of



916 H. Huang, V. Yang and Y. Liu / Commun. Comput. Phys., 34 (2023), pp. 907-933

Figure 4: NNLCI prediction of the final-time (t = 0.3) solution of Case 6: density, pressure, x-velocity, and
y-velocity.

Case 6. After training, the neural network is used to predict high-fidelity solutions for
problems with other initial values. Fig. 8 shows the prediction results for the case with
initial value perturbed 8% from Case 6. The inputs are computed by the leapfrog and
diffusion splitting scheme (2.9).

Cases 1, 2, 3, 4 and 8 were also carefully examined. Fig. 9 shows the NNLCI-predicted
density field for Case 1 at the final-time t = 0.2. The spatial computational domain is
[0.25,0.95]×[0.25,0.95]. Fig. 10 shows the predicted density distribution with the initial
value perturbed by +5% from that of Case 1. The low-fidelity inputs to the neural net-
work and high-fidelity reference solution are also included for comparison.
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Figure 5: Axial distributions of density along y=0.34, y=0.50, y=0.60, y=0.70, and y=0.80 of the NNLCI
prediction of the final-time (t=0.3) solution of Case 6. Predicted density (dark blue), low-fidelity input solutions
(blue and red) on 200×200 and 400×400 grids respectively, and reference solution (green).
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Figure 6: NNLCI prediction of the final-time (t=0.3) solution of the 2D Euler system, with initial value +5%
perturbed from that of Case 6: density, pressure, x-velocity, and y-velocity.

Fig. 11 shows the predicted final-time density field of Case 2. The spatial computa-
tional domain is x,y ∈ [0,0.85]. The low-fidelity inputs were calculated using 200×200
and 400×400 grids in sequence. Fig. 12 shows the NNLCI-predicted final-time density
solution of the 2D Euler system with the initial value perturbed by +5% from that of Case
2. Figs. 13 and 14 show the situations with Case 3. The spatial computational domain is
x,y∈ [0,0.9].

In certain areas, the low-cost input solutions of Case 3 computed using the first-order
scheme (2.9)may not be qualitatively similar to the high-fidelity solution for NNLCI to
make an accurate prediction. To improve the quality of the inputs, therefore, we com-
puted two input solutions on 100×100 and 200×200 grids by means of the 4th-order
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Figure 7: Axial distributions of density along y=0.34, y=0.50, y=0.60, y=0.70, and y=0.80 of the NNLCI
prediction of the final-time (t=0.3) solution of the 2D Euler system, with initial value +5% perturbed from that
of Case 6. Predicted density (dark blue), low-fidelity input solutions (blue and red) on 200×200 and 400×400
grids respectively, and reference solution (green).
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Figure 8: NNLCI prediction of final-time (t = 0.3) density distribution of 2D Euler system with initial value
perturbed by +8% from that of Case 6 (see Table 1), and axial distribution of density (dark blue) along
y=0.34, compared to low-fidelity input solutions (blue and red) on 200×200 and 400×400 grids, respectively,
and reference solution (green).

Figure 9: NNLCI prediction of final-time (t = 0.2) density distribution of Case 1 (see Table 1), and axial
distribution of density (dark blue) along y= 0.50, compared to low-fidelity input solutions (blue and red) on
200×200 and 400×400 grids, respectively, and reference solution (green).

scheme [17] used in the reference solution. Figs. 15 and 16 show improved predictions as
compared with those in Figs. 13 and 14, especially in the center region. Inputs generation
by the 4th-order scheme take ∼2 hours (walltime) to compute, while high-fidelity solu-
tion take ∼16 hours (walltime) for each simulation. That is, NNLCI predicts high-fidelity
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Figure 10: NNLCI prediction of final-time (t= 0.2) density distribution of 2D Euler system with initial value
perturbed by +5% from that of Case 1 (see Table 1), and axial distribution of density (dark blue) along
y=0.50, compared to low-fidelity input solutions (blue and red) on 200×200 and 400×400 grids, respectively,
and reference solution (green).

Figure 11: NNLCI prediction of final-time (t = 0.2) density distribution of Case 2 (see Table 1), and axial
distribution of density (dark blue) along y= 0.50, compared to low-fidelity input solutions (blue and red) on
200×200 and 400×400 grids, respectively, and reference solution (green).

results in about 1/8 of the time of the corresponding high-fidelity simulation.
Fig. 17 show the NNLCI- predicted final-time solution of Case 4. The situation with

the initial value perturbed by +5% from that of Case 4 is given in Fig. 18. The spatial
computational domain is x,y∈ [0.22,0.98].
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Figure 12: NNLCI prediction of final-time (t= 0.2) density distribution of 2D Euler system with initial value
perturbed by +5% from that of Case 2 (see Table 1), and axial distribution of density (dark blue) along
y=0.50, compared to low-fidelity input solutions (blue and red) on 200×200 and 400×400 grids, respectively,
and reference solution (green).

Figure 13: NNLCI prediction of final-time (t= 0.3) density distribution of Case 3 in (see Table 1), and axial
distribution of density (dark blue) along y= 0.34, compared to low-fidelity input solutions (blue and red) on
200×200 and 400×400 grids, respectively, and reference solution (green).

Fig. 19 show the NNLCI- predicted final-time solution of Case 8. The situation with
the initial value perturbed by +5% from that of Case 8 is given in Fig. 20. The spatial
computational domain is x,y∈ [0,0.9].
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Figure 14: NNLCI prediction of final-time (t= 0.3) density distribution of 2D Euler system with initial value
perturbed by +5% from that of Case 3 (see Table 1), and axial distribution of density (dark blue) along
y=0.34, compared to low-fidelity input solutions (blue and red) on 200×200 and 400×400 grids, respectively,
and reference solution (green).

Figure 15: NNLCI prediction of final-time (t = 0.3) density distribution of Case 3 (see Table 1), and axial
distribution of density (dark blue) along y= 0.34, compared to low-fidelity input solutions (blue and red) on
100×100 and 200×200 grids, respectively, and reference solution (green).

Tables 2 and 3 summarize the overall results for the 2-D Riemann problems, using the
NNLCI method, in terms of the relative l2 errors.
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Figure 16: NNLCI prediction of final-time (t= 0.3) density distribution of 2D Euler system with initial value
+5% perturbed from that of Case 3 (see Table 1), and axial distribution of density (dark blue) along y=0.34,
compared to low-fidelity input solutions (blue and red) on 100×100 and 200×200 grids, respectively, and
reference solution (green).

Figure 17: NNLCI prediction of final-time (t = 0.25) density distribution of Case 4 (see Table 1), and axial
distribution of density (dark blue) along y= 0.34, compared to low-fidelity input solutions (blue and red) on
200×200 and 400×400 grids, respectively, and reference solution (green).

3 NNLCI with input on single grid

Instead of using two different grids, as seen in the cases above, the input for NNLCI can
be generated on a single grid, by introducing small variations to the governing equations.
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Figure 18: NNLCI prediction of final-time (t= 0.25) density distribution of 2d Euler system with initial value
+5% perturbed from that of Case 4 (see Table 1), and axial distribution of density (dark blue) along y=0.34,
compared to low-fidelity input solutions (blue and red) on 200×200 and 400×400 grids, respectively, and
reference solution (green).

Figure 19: NNLCI prediction of final-time (t = 0.25) density distribution of Case 8 (see Table 1), and axial
distribution of density (dark blue) along y= 0.60, compared to low-fidelity input solutions (blue and red) on
200×200 and 400×400 grids, respectively, and reference solution (green).

This can be achieved, for example, by means of the vanishing viscosity approach [4, 12,
31]. See [10] in 1D case. We approximate (2.1) using the leapfrog and diffusion splitting
scheme (2.9) with two different α (i.e., α=∆x and c∆x), as follows

Ũi,j−Un−1
i,j

2∆t +
f (U)|ni+1,j− f (U)|ni−1,j

2∆x +
g(U)|ni,j+1−g(U)|ni,j−1

2∆y =0,
Un+1

i,j −Ũi,j

∆t −∆x[ Ũi+1,j−2·Ũi,j+Ũi−1,j

∆x2 +
Ũi,j+1−2·Ũi,j+Ũi,j−1

∆y2 ]=0,
(3.1)
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Figure 20: NNLCI prediction of final-time (t=0.25) density distribution of 2D Euler system with initial value
+5% perturbed from that of Case 8 (see Table 1), and axial distribution of density (dark blue) along y=0.60,
compared to low-fidelity input solutions (blue and red) on 200×200 and 400×400 grids, respectively, and
reference solution (green).

Table 2: Relative l2 errors of NNLCI predictions based on low-fidelity inputs computed by leapfrog and diffusion
splitting scheme on 200×200 and 400×400 grids.

2-D Riemann Problem

NNLCI Input Method leapfrog and diffusion splitting scheme

Case 1 Case 2 Case 4 Case 6 Case 8

Initial Value Relative l2 Errors

original 0.18E−2 0.33E−2 0.57E−2 0.66E−2 0.40E−2

+3% 0.17E−2 0.30E−2 0.49E−2 0.39E−2 0.39E−2

−3% 0.17E−2 0.31E−2 0.39E−2 0.37E−2 0.41E−2

+5% 0.17E−2 0.31E−2 0.39E−2 0.41E−2 0.37E−2

−5% 0.16E−2 0.31E−2 0.41E−2 0.40E−2 0.49E−2

and


Ṽi,j−Vn−1

i,j
2∆t +

f (V)|ni+1,j− f (V)|ni−1,j
2∆x +

g(V)|ni,j+1−g(V)|ni,j−1
2∆y =0,

Vn+1
i,j −Ṽi,j

∆t −c∆x[ Ṽi+1,j−2·Ṽi,j+Ṽi−1,j

∆x2 +
Ṽi,j+1−2·Ṽi,j+Ṽi,j−1

∆y2 ]=0.
(3.2)
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Table 3: Relative l2 of NNLCI predictions based on low-fidelity inputs computed by (1) leapfrog and diffusion
splitting scheme on 200×200 and 400×400 grids; (2) 4th order scheme on 100×100 and 200×200 grids.

2-D Riemann Problem, Case 3

NNLCI Input Method
leapfrog and diffusion

4th-order scheme
splitting scheme

Initial Value Relative l2 Errors
original 1.71E−2 0.78E−2
+3% 2.62E−2 0.30E−2
−3% 2.77E−2 0.20E−2
+5% 4.02E−2 0.38E−2
−5% 1.55E−2 0.39E−2

Figure 21: NNLCI prediction of final-time (t = 0.25) density distribution of Case 8 (see Table 1), and axial
distribution of density (dark blue) along y=0.60, compared to low-fidelity input solutions (blue and red) from
leapfrog and diffusion splitting schemes (3.1) and (3.2) (c=4), respectively on the 400×400 grid, and reference
solution (green).

The input computed on a single uniform grid can be written as

{Un−1
i−1,j−1,Un−1

i−1,j,U
n−1
i−1,j+1,Un−1

i,j−1,Un−1
i,j ,Un−1

i,j+1,Un−1
i+1,j−1,Un−1

i+1,j,U
n−1
i+1,j+1,Un

i,j,

Vn−1
i−1,j−1,Vn−1

i−1,j,V
n−1
i−1,j+1,Vn−1

i,j−1,Vn−1
i,j ,Vn−1

i,j+1,Vn−1
i+1,j−1,Vn−1

i+1,j,V
n−1
i+1,j+1,Vn

i,j}.
(3.3)

Figs. 21 and 22 show the results obtained by means of this approach on a 400×400 uni-
form grid and c=4. Note that for the second equation (3.2), the larger diffusion coefficient
may require a smaller time step than the first equation (3.1). The second equation of (3.2)
is thus computed in two steps, using the time step ∆t

2 for each step.
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Figure 22: NNLCI prediction of final-time (t=0.25) density distribution of 2D Euler system with initial value
+5% perturbed from that of Case 8 (see Table 1), and axial distribution of density (dark blue) along y=0.60,
compared to low-fidelity input solutions (blue and red) from leapfrog and diffusion splitting schemes (3.1) and
(3.2) (c=4), respectively on the 400×400 grid, and reference solution (green).

Figure 23: NNLCI prediction of final-time (t = 0.25) density distribution of Case 8 (see Table 1), and axial
distribution of density (dark blue) along y=0.60, compared to low-fidelity input solutions (blue and red) from
leapfrog and diffusion splitting scheme (2.9) (α= 4∆x) on 400×400 grid and 4th-order scheme on 200×200
grid, respectively, and reference solution (green).

The input for NNLCI can also be provided by means of numerical schemes of differ-
ent orders of accuracy [10]. For example, the first part of the input can be computed using
a first-order leapfrog and diffusion splitting scheme (2.9) on 400×400 grid with α=4∆x,
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Figure 24: NNLCI prediction of final-time (t=0.25) density distribution of 2D Euler system with initial value
+5% perturbed from that of Case 8 (see Table 1), and axial distribution of density (dark blue) along y=0.60,
compared to low-fidelity input solutions (blue and red) by leapfrog and diffusion splitting scheme (2.9) (α=4∆x)
on 400×400 grid and 4th-order scheme on 200×200 grid, respectively, and reference solution (green).

Figure 25: NNLCI prediction of final-time (t = 0.25) density distribution of Case 8 (see Table 1), and axial
distribution of density (dark blue) along y=0.60, compared to low-fidelity input solutions (blue and red) from
leapfrog and diffusion splitting scheme (2.9) (α=∆x) on 400×400 grid and 4th-order scheme on 200×200 grid,
respectively, and reference solution (green).

and the second part using a 4th-order scheme on a 200×200 grid. The overall input is
formatted on the 200×200 grid. Figs. 23 and 24 show the prediction from this approach.

The first part of the input to NNLCI can be slightly improved by using α=∆x in (2.9)
on 400×400 grid. Figs. 25 and 26 show improved predictions from this minor adjustment.
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Figure 26: NNLCI prediction of final-time (t=0.25) density distribution of 2D Euler system with initial value
+5% perturbed from that of Case 8 (see Table 1), and axial distribution of density (dark blue) along y=0.60,
compared to low-fidelity input solutions (blue and red) from leapfrog and diffusion splitting scheme (2.9) (α=∆x)
on 400×400 grid and 4th-order scheme on 200×200 grid, respectively, and reference solution (green).

Table 4: Relative l2 of NNLCI predictions with low-fidelity inputs computed by (1) leapfrog and diffusion
splitting scheme with diffusion coefficients ∆x and 4∆x respectively on 400×400 grid; (2) leapfrog and diffusion
splitting scheme with diffusion coefficient 4∆x on 400×400 grid and a 4th-order scheme on 200×200 grid; (3)
leapfrog and diffusion splitting scheme with diffusion coefficient ∆x on 400×400 grid and a 4th-order scheme
on 200×200 grid respectively.

2-D Riemann Problem, Case 8

NNLCI Input leapfrog and diffusion

leapfrog and diffusion leapfrog and diffusion

Method splitting scheme

splitting scheme with splitting scheme with
diffusion coefficient 4∆x diffusion coefficient ∆x

and a 4th-order and a 4th-order
finite volume scheme finite volume scheme

Initial Value Relative l2 Errors

original 0.40E−2 0.31E−2 0.20E−2

+3% 0.32E−2 0.20E−2 0.20E−2

−3% 0.30E−2 0.26E−2 0.19E−2

+5% 0.30E−2 0.18E−2 0.19E−2

−5% 0.31E−2 0.22E−2 0.20E−2

The performance of the NNLCI approach using different inputs was assessed. Table 4
summarizes the relative l2 errors in comparison with high-fidelity reference solutions.
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Among prediction results shown in Table 4, the best one is seen with inputs computed
by the leapfrog and diffusion splitting scheme (2.9) with diffusion coefficient ∆x and a
4th-order finite volume scheme [17].

4 Conclusion

We have extended the neural network method presented in previous work [10] to two-
dimensional conservation laws. The method was validated against several Riemann
problems and demonstrated superior performance, robustness, and accuracy. The pre-
dicted results, even with smeared input profiles, agree with high-fidelity solutions for
the entire domain, including regions with abrupt changes of state, such as shock waves
and contact discontinuities. Further, the method is not sensitive to the low-cost schemes
used to compute inputs. It can also accommodate inputs calculated with different numer-
ical schemes and grids. For the two-dimensional Riemann problems considered in the
present study, the computational savings of the NNLCI method is between one and two
orders of magnitude compared with the corresponding high-fidelity solution schemes.
The computational efficiency advantage is expected to be substantially greater for prob-
lems with higher dimensions or smooth solutions. Future work will include extension
of the NNLCI method to three-dimensional conservation systems or other complex sys-
tems.
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